Homework Four Solutions

Instructions: All answers must use complete sentences and express complete thoughts. All calculations should be done from within Statgraphics, and any plots or graphs that you decide to include should be referenced in your discussion and should be placed adjacent to the reference. Each problem is worth 10 points. You may work in groups of up to three. These should be your project groups. If you are working in a group, turn in one assignment for the group and include the names of the group members. 

For Problems 1 and 2 answer the following questions:

a.  Do the model assumptions appear to be satisfied? If not, which ones are violated.

b.  What is R squared? What does it tell you?

c.  Which of the explanatory variables is linearly related to the response variable in this model?

d.  If necessary, create a new model by removing insignificant variables.

e.  Interpret the slopes in the new model.

f.  (See problem)

g.  (See problem)

1. A developer of vacation homes is considering purchasing a tract of land near a lake. From previous experience, she knows that the price of a lot (in thousands of dollars) is affected by the lot size (in thousands of square feet), number of mature trees, and distance to the lake (in feet). From a nearby area, she gathers data on 60 recently sold lots. These data are stored in the file VACATION. Use the data to construct a regression model to predict the value of a lot.

a.  Do the model assumptions appear to be satisfied? If not, which ones are violated.

The Plot of Residuals versus Predicted Price appears to be random and evenly spread about the model, supporting the assumption that the error variable has constant variance. The histogram of the studentized residuals is plausibly normal, supporting the assumption that the errors are normally distributed about the model. Finally, the p-value for the hypothesis test of linearity for the model equals 0.0013, which supports the assumption that at least one of the independent variables is correlated to price.

b.  What is R squared? What does it tell you?

R2 = 24.25%, which tells us that about one quarter of the variation in the observed prices is explained by the model.

c.  Which of the explanatory variables is linearly related to the response variable in this model?

The number of mature trees is the only independent variable linearly related to price at the 5% level of significance in this model.

d.  If necessary, create a new model by removing insignificant variables.

After removing Lot Size we arrive at the model 
[image: image1.wmf]Price = 75.5248 + 0.767051*Trees - 0.432673*Distance


e.  Interpret the slopes in the new model.

Each additional mature tree adds an average of $767 to the price of a lot, for a fixed distance from the lake. For a fixed number of mature trees, every additional foot removed from the lake decreases the mean price of a lot by $433.

f. Predict with 95% confidence the selling price of a 40,000-square foot lot with 50 mature trees that is located 75 feet from the lake.

Using my model in part (d), we predict with 95% confidence the lot will sell for up to $164,000.

g. Estimate with 95% confidence the average selling price of all such lots.

Using my model in part (d), we have 95% confidence in a predicted mean price of between $66,500 and $96,300 for all such lots.

2. The president of a company that manufactures drywall wants to analyze the factors that affect demand for his product. (Drywall is used to construct walls in houses and offices.) The president believes that the following variables affect the sales of drywall (in hundreds of 4 X 8 sheets):

· Number of building permits issued

· Five-year mortgage rate

· Apartment vacancy rate

· Office vacancy rate

To estimate a regression model, he took monthly observations from the past 2 years. The data are stored in the file DRYWALL.

a.  Do the model assumptions appear to be satisfied? If not, which ones are violated.

The Plot of Residuals versus Predicted Drywall appears to be random and evenly spread about the model, supporting the assumption that the error variable has constant variance. The histogram of the studentized residuals, although slightly skewed to the left, is plausibly normal, supporting the assumption that the errors are normally distributed about the model. Finally, the p-value for the hypothesis test of linearity for the model equals 0.0000, which supports the assumption that at least one of the independent variables is correlated to drywall.

b.  What is R squared? What does it tell you?

R2 = 89.35%, which tells us that about 89.35% of the variation in the observed drywall sales is explained by the model.

c.  Which of the explanatory variables is linearly related to the response variable in this model?

The number of permits issued is the only independent variable linearly related to drywall sales at the 5% level of significance in this model.

d.  If necessary, create a new model by removing insignificant variables.

After removing, one at a time, independent variables with unacceptably high p-values we arrive at the model 


[image: image2.wmf]Drywall = -2.55575 + 4.84385*Permits


e.  Interpret the slopes in the new model.

For each additional permit issued, drywall sales increase by about 484 4X8 sheets, on average.

f. Compare R2 and R2Adjusted for your original and final models.

R2 decreased from 89.35% to 86.98%, while R2-adjusted only dropped from 87.11% to 86.39% or less than 1%!

g. Predict with 95% confidence next month’s drywall sales if 50 permits are issued, the five-year rate is 8.5%, apartment vacancy rate is 4.2%, and the office vacancy rate is 14%. Don’t forget to include the correct units in your answer.

We can have 95% confidence in that next month’s sales will be between 15,200 and 32,700 4X8 sheets of drywall.

3. Describe dummy variables that you would create to represent the following qualitative variables:

a.  Political affiliation (Democrat, Republican, and Others)
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b.  Working shift (8:00 a.m. - 4:00 p.m., 4:00 p.m. - midnight, midnight - 8:00 a.m.)
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c.  Supervisor (Jack Jones, Mary Brown, George Fosse, and Elaine Smith)
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4. The manager of an amusement park would like to be able to predict daily attendance. After some consideration, he decided that the following three factors are critical, yesterday’s attendance, whether it’s a weekday or weekend, and the predicted weather. He then took a random sample of 40 days and recorded the data in the file AMUSEMENT. Since two of the variables are qualitative, he created the following sets if dummy variables:

Weekend = 1 (if weekend)

                = 0 (if not)

Sunny = 1 (if mostly sunny is predicted)

           = 0 (if not)

Rain = 1 (if rain is predicted)

        =  0 (if not)

a.  Construct a regression model to predict attendance. Is the model likely to be useful?


[image: image10.wmf]Attendance = 3247.95 + 0.435742*Yesterday + 1750.17*Weekend

. The Plot of Residuals versus Predicted Attendance appears to be random and evenly spread about the model, supporting the assumption that the error variable has constant variance. The histogram of the studentized residuals, although slightly skewed to the left, is plausibly normal, supporting the assumption that the errors are normally distributed about the model. Finally, the p-value for the hypothesis test of linearity for the model equals 0.0000, which supports the assumption that at least one of the independent variables is correlated to attendance.

b.  Can we conclude that weather is a factor in determining attendance?

Since neither of the dummy variables representing the weather forecast was significant in the model at the 5% level, weather forecast may not be an important factor in determining attendance.

c.  Does this data provide sufficient evidence that weekend attendance is, on average, larger than weekday attendance?

Since the dummy variable for weekend is significant, we can conclude that attendance on the weekend averages about 1750 more than for a weekday, holding the previous day’s attendance constant.

5. The general manager of a chain of catalog stores wanted to determine the factors that affect how long it takes to unload a truck delivering orders. A random sample of 50 deliveries to a store was observed. The times (in minutes) to unload the truck, the total number of boxes, and the total weight (in hundreds of pounds) were recorded in the file CATALOG.

a.  Determine the multiple regression equation.


[image: image11.wmf]Time = -28.4271 + 0.604108*Boxes + 0.374298*Weight


b.  How well does the model fit the data?

Since the number of boxes and total weight explain over 80% of the variation in the observed unloading times, the model appears to fit pretty well.

c.  Perform diagnostics on the model and report your findings.

The Plot of Residuals versus Predicted Time appears to be random and evenly spread about the model, supporting the assumption that the error variable has constant variance. The histogram of the studentized residuals is plausibly normal, supporting the assumption that the errors are normally distributed about the model. Finally, the p-value for the hypothesis test of linearity for the model equals 0.0000, which supports the assumption that at least one of the independent variables is correlated to unloading time.

d.  Is multicollinearity a problem? If so, propose a solution.

Because the number of boxes and total weight are both significant and because their coefficients have the algebraic sign we would expect (both are positive, in this case), there is no evidence of serious multicollinearity in the model. 


The manager realized that time of day may affect unloading time. He recorded the following codes: 1 = morning, 2 = early afternoon, and 3 = late afternoon.

e.  Construct a regression model that includes the information for the time of day.


[image: image12.wmf]Time = -29.718 + 0.617743*Boxes + 0.346383*Weight - 6.75565*Morning +

6.48003*Early Afternoon


f.  Does the time of day affect the unloading time? Explain.

Since at least one of the dummy variables representing time of day is significant (in fact, they both are), we can say that the time of day does affect unloading time. In particular, the unloading time in the morning averages about 7 minutes less than in the late afternoon, holding the number of boxes and total weight constant. Meanwhile, it takes about 6.5 minutes longer to unload in the early afternoon than it does to unload an equivalent load (i.e., one with the same number of boxes and total weight) in the late afternoon, on average. 
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